Global model simulation of summertime U.S. ozone diurnal cycle and its sensitivity to PBL mixing, spatial resolution, and emissions
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Abstract

Simulation of summertime U.S. surface ozone diurnal cycle is influenced by the model representation of planetary boundary layer (PBL) mixing, spatial resolution, and precursor emissions. These factors are investigated here for five major regions (Northeast, Midwest, Southeast, California, and Southwest) by using the Model for Ozone And Related chemical Tracers version 2.4 (MOZART-2.4), with important modifications, to conduct sensitivity experiments for summer 1999 with three PBL mixing schemes, two horizontal resolutions and two emissions datasets. Among these factors, the PBL mixing is dominant. The default non-local scheme well reproduces the observed ozone diurnal variation, where the timing for the afternoon maximum and the morning minimum is within 1 h of the observed; biases for the minimum are less than 5 ppb except over the Southeast; and the ozone maximum–minimum contrast (OMMC) is within 10 ppb of observations except for the overprediction by 18.9 ppb over the Northeast. In contrast, the local scheme significantly overestimates the OMMC by 10–34 ppb over all regions as ozone and precursors are trapped too close to the ground. On the other hand, the full-mixing assumption underestimates the OMMC by 0–25 ppb, except over the Northeast, as the nighttime ozone decline is greatly underpredicted. As compared to PBL mixing, the effects of horizontal resolutions and precursor emissions being used are smaller but non-negligible. Overall, with the non-local mixing scheme, relatively high horizontal resolution (~1.1°) and updated emissions data, the modified MOZART is capable of simulating the main features of the observed ozone diurnal cycle.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

Over much of the U.S. surface ozone (i.e., ozone in the near surface air) undergoes significant diurnal variation in summer due to interactions and changes in major determinants including precursor emissions, solar radiation, dry deposition, titration by nitrogen oxides (NOx) (Sillman, 1999), and vertical mixing in the planetary boundary layer (PBL), as well as mixing with the free troposphere (Zhang et al., 2006a; Huang et al., 2007). In particular, the vertical mixing plays an important role in redistributing ozone concentrations in the PBL. During the daytime, ozone is produced near the surface with the maximum in the afternoon through precursor reactions in the presence of strong solar radiation; meanwhile the PBL is typically unstable and thus surface ozone is transported efficiently upward into the upper PBL. During the
nighttime, the PBL is stable with weak vertical mixing of pollutants; and surface ozone decreases to the minimum level around sunrise due to destruction processes like dry deposition and NOx titration. The observed maximum level of ozone in the afternoon is normally several times larger than the minimum in the early morning (http://www.epa.gov/ttn/airs/airsaqs/detaildata/downloadaqsdata.htm). It is important to simulate this diurnal pattern and assess the roles of different atmospheric processes in maintaining such pattern. Meanwhile the diurnal variation of surface ozone provides a useful ways to evaluate the model capability and deficiency throughout the day. It also aids in evaluating the modeling uncertainties in various applications such as projecting climate change effects on pollution levels, estimating long-range transport effects on domestic air quality, and estimating the pollution mitigation efficiency of emission reductions.

Global chemical-transport models (GCTMs) have been widely used to study regional air pollution and resulting impacts from global climate and emission changes (Fiore et al., 2002; Mickley et al., 2004; Fiore et al., 2005; Murazaki and Hess, 2006; Lin et al., 2008a,b). They fully account for the long-range transport and stratosphere–troposphere exchange of pollutants, both of which have important consequences on regional air quality (Zhang et al., 2006a,b; Appel and Gilliland, 2007; Huang et al., 2008; Wu et al., 2007; Lin et al., 2008b; Lefohn et al., 2001; Tarasick et al., 2007). Therefore GCTMs are able to integrate the contributions from global climate and emissions variations and changes to provide lateral boundary conditions that drive regional models to address regional air quality problems.

For regional studies, however, GCTMs are usually focused on pollutant concentrations during the daytime. They have not been examined for diurnal variations of pollutants due to concerns about the use of coarse spatial resolution, crude emissions specification, and/or oversimplified PBL mixing representation (Fiore et al., 2002; Mickley et al., 2004; Murazaki and Hess, 2006). Certainly, current GCTMs with a typical horizontal resolution of 2 × 2.5° or coarser cannot resolve a wide range of smaller scales where interactive atmospheric and surface processes play significant roles in pollutant spatial distributions and temporal variations. Meanwhile, the existing global emissions specified in GCTMs contain large errors from inadequate information on local emission activities and include only monthly mean distributions without diurnal and daily variations. More importantly, as discussed below, the PBL mixing representation in GCTMs is often oversimplified, causing substantial model biases in chemical species in the boundary layer and at the surface.

Continuous efforts have been made to improve the PBL mixing representation in air quality modeling. A brief summary of the PBL mixing schemes used in mesoscale chemistry models can be found at http://www.mi.uni-hamburg.de/Mesoscale-transport-or-chemistry-transport-model676.0.html. They can be separated into two broad categories, based respectively on predictive turbulent kinetic energy (TKE, e.g., Mellor and Yamada, 1982) and diagnostic local or non-local K-theory (e.g., Holtslag and Boville, 1993) parameterizations. The PBL mixing is usually parameterized in terms of TKE or stability functions.

Regional air quality models generally incorporate multiple PBL schemes of both categories, facilitating sensitivity studies of their impacts (e.g., Zhang et al., 2001; Ku et al., 2001). On the other hand, most current GCTMs adopt only a single local or non-local K-theory scheme, or even assume very simple mixing. For example, the GEOS-Chem (one of the most widely used GCTMs) assumes a fully mixed PBL throughout the day (Fiore et al., 2002; Fiore et al., 2005; Wu et al., 2007), thus likely overestimates vertical mixing in the case of stable or neutral conditions. The lack of multiple alternative schemes may explain why the sensitivity of GCTMs’ simulations, especially of the pollutant diurnal cycle, to the PBL mixing representation is missing in the literature.

This study conducts a suite of GCTM sensitivity experiments to simulate the surface ozone diurnal cycle over the contiguous U.S. in summer 1999 and evaluate the impacts of PBL mixing representation, horizontal resolution, and emissions specification. The GCTM used here is the Model for Ozone And Related chemical Tracers version 2.4 (MOZART-2.4), with two important modifications in model chemistry/physics. Three major types of PBL mixing representations are compared, including a non-local scheme, a local scheme and a full-mixing assumption. Two resolutions are tested: T62 (~1.9°) and T106 (~1.1°), with the latter much higher than previous GCTM studies (Fiore et al., 2002; Mickley et al., 2004; Murazaki and Hess, 2006; Lin et al., 2008a,b; Wu et al., 2007). Our choice for the simulation in 1999 is partly because the ozone pollution in that summer was the worst since 1993 (the start of U.S. EPA data records available at http://www.epa.gov/ttn/airs/airsaqs/detaildata/downloadaqsdata.htm). Section 2 describes the model and experiment design. Section 3 presents our results on the diurnal variation of surface ozone and ozone vertical profiles in the lower troposphere. Section 4 further evaluates the model performance on daytime ozone. Section 5 concludes our findings.

2. Model and experiment design

2.1. Model

MOZART-2.4 (described and evaluated in detail by Horowitz et al. (2003)) is a state-of-the-art GCTM for studying tropospheric distributions and processes affecting ozone (e.g., Wu et al., 2001; Wei et al., 2002; Horowitz et al., 2003; Lamarque et al., 2005; Murazaki and Hess, 2006; Lin et al., 2008a,b). Using meteorological data and chemical emissions as inputs, it simulates 63 species and 135 gaseous reactions, with 26 species undergoing heterogeneous processes (e.g., wet deposition), in the troposphere. MOZART integrates in order the advection, surface emission and deposition, vertical diffusion, convection, cloud and precipitation, and chemistry. Through a simple preprocessor manipulation, it can be run at various horizontal and vertical resolutions determined by the meteorological inputs.

2.2. The non-local PBL mixing scheme

To simulate the vertical mixing processes in the PBL, MOZART adopts by default the non-local mixing scheme formulated by Holtslag and Boville (1993):
\[ \overline{wC} = -K_c (\partial C / \partial z - \gamma_c) \]  
(1.1)

\[ K_c = kw_z (1 - z/h)^2 \]  
(1.2)

\[ \gamma_c = aw_z (\overline{wC})/L (w_m h) \]  
(1.3)

\[ h = R_i (u(h)^2 + v(h)^2)^{1/2} / \left( (g/\theta_s) (\theta_r(h) - \theta_s) \right) \]  
(1.4)

Where \( \overline{wC} \) is the vertical mixing flux of a given atmospheric chemical tracer (with the mixing ratio of \( C \) at model layer interfaces within the PBL, with the surface flux of \( (\overline{wC})_s \), \( K_c \) is the eddy diffusivity, \( \gamma_c \) is the non-local term, and \( h \) is the PBL height. In the formulation of these terms, \( \partial C / \partial z \) is the vertical gradient of the given tracer, \( k \) is the von Kármán constant, \( w_z \) and \( w_m \) are characteristic turbulent velocity scales with respect to tracers and momentum, respectively, \( z \) is the height of a model layer midpoint above the ground, \( a \) is a constant (i.e., 7.2), \( w \) is the convective velocity scale, \( R_i \) is the critical Richard number, \( u(h) \) and \( v(h) \) are horizontal wind components at \( h \), \( g/\theta_s \) is the buoyancy parameter (\( g \) is the acceleration of gravity, and \( \theta_s \) is an appropriate potential temperature of air near the surface), and \( \theta_r(h) \) is the virtual potential temperature at \( h \). More details can be found in Holtslag and Boville (1993). A similar non-local scheme by Hong and Pan (1996) is used as a major PBL scheme in the mesoscale weather model MM5. The Hong and Pan (1996) scheme is based on Holtslag and Boville (1993), with changes mainly on the calculation of \( w_z \) and \( w_m \).

The non-local scheme accounts for the effects of not only the local gradients of chemical species but also their PBL-wide mixing by large-scale eddies when the PBL is convectively unstable. It requires the input of air temperature, water vapor, winds, surface heat and water vapor fluxes, and surface wind stresses to calculate various quantities determining the PBL mixing, including the PBL height, a non-local mixing term and eddy diffusivity. The detailed procedure to calculate these PBL mixing parameters can be found in Holtslag and Boville (1993). Here we briefly describe the procedure. First, \( h \) is calculated through iterating a formula equivalent to Eq. (1.4), \( R_i = h ((g/\theta_s) (\theta_r(h) - \theta_s))/((u(h)^2 + v(h)^2)^{1/2}) \), over the height from the surface to the upper troposphere, and is determined when the diagnosed bulk Richard number, \( R_i \), is not less than \( R_i,cr \). Then, \( K_c \) and \( \gamma_c \) are calculated through Eq. (1.2)–(3), based on \( h \) and other parameters. Finally, \( \overline{wC} \) is calculated through Eq. (1.1). It is noted that \( \gamma_c \) takes effect only in the statically unstable PBL (i.e., the sum of surface sensible and latent heat fluxes into the atmosphere is positive), where it, together with \( K_c \), distributes surface fluxes of chemical tracers, including emissions and dry depositions, into different model layers within the PBL, representing the PBL-wide transporting effects of large turbulent eddies.

Under the non-local scheme, the modeled PBL states vary widely from unstable in the afternoon to stable in the nighttime. Holtslag and Boville (1993) demonstrated that, different from local mixing schemes, the non-local scheme generated greater and more realistic vertical mixing of potential temperature, water vapor and cloud water. Their findings are also consistent with Zhang et al. (2001), who compared the local and non-local schemes using the mesoscale model MM5. On the other hand, the full-mixing assumption adopted by other major GCTMs such as GEOS-Chem is unable to simulate the stable and neutral conditions. As demonstrated in Section 3, the non-local scheme is critical for simulating the diurnal cycle of surface ozone.

2.3. Other PBL mixing schemes

To examine the impacts of PBL mixing representations on MOZART-2.4 simulations, two other PBL schemes are compared here with the default non-local scheme. The first scheme is a local mixing scheme used by Holtslag and Boville (1993) for comparing with their non-local scheme:

\[ \overline{wC} = -K_c (\partial C / \partial z) \]  
(2.1)

\[ K_c = \lambda cSFc(R_i) \]  
(2.2)

\[ \lambda c = 300 \text{ if } z < 1000m \]  
(2.3)

\[ \lambda c = 30 + 270e^{(1-z/1000)} \text{ if } z \geq 1000m \]  
(2.4)

where \( \lambda c \) is a length scale, \( \lambda c \) is a so-called asymptotic length scale, \( S \) is the local wind shear, and \( Fc(R_i) \) is a stability function. (Other parameters are the same as those defined in the non-local scheme.) Under this scheme, \( \lambda c \), \( S \), \( K_c \) and \( \overline{wC} \) are calculated sequentially through the Equation set (2.1)–(2.4). Detailed descriptions of the local scheme can be found in Holtslag and Boville (1993).

The second scheme for comparing with the non-local scheme is the assumption of full-mixing PBL. It assumes that every chemical tracer is fully mixed (i.e., the mixing ratio, emission, and/or dry deposition have zero vertical gradient) below the PBL height, which is calculated the same way as is done under the non-local scheme.

2.4. Model modifications

In this study, two major modifications in model chemistry and physical parameterizations are incorporated into MOZART-2.4. They have been implemented in Lin et al. (2008a,b), but are described here in more detail. The first modification is for the isoprene chemistry. Previous sensitivity studies indicated that the modeled ozone formation was significantly affected by the representation of isoprene chemistry (von Kuhlmann et al., 2004; Fiore et al., 2005; Wu et al., 2007). The original MOZART-2.4 (i.e., that without the modifications incorporated here) assumes an 8% yield of isoprene nitrates through reactions between
nitric oxide and isoprene-derived peroxy radicals, which then react with the hydroxyl radical (OH) to completely recycle nitrogen oxides (NO_{x} = NO + NO_2) rather than converting to nitric acid as a permanent sink of NO_{x}. Several observational/experimental analyses (Chen et al., 1998; Chuong and Stevens, 2002; Sprengnether et al., 2002) and model sensitivity evaluations (Fiore et al., 2005; Wu et al., 2007) have suggested that the yield of isoprene nitrates and the rate of conversion from isoprene nitrates to nitric acid may be underestimated in the original MOZART-2.4. In contrast, the observational analyses by Horowitz et al. (2007) suggested the best estimate of isoprene nitrate yield to be 4%, of which 40% was recycled back to NO_{x}, based on the comparison between the simulated and the observed alkyl nitrates within the PBL during an aircraft measurement campaign. The Horowitz et al. (2007) result, however, may have been compromised by the significant overestimation (up to about 70%) of isoprene concentrations in the PBL. Based on this, we feel it is more realistic to use a higher isoprene nitrate yield and conversion rate than used in the original MOZART-2.4. The present study adopts a 12% yield of isoprene nitrates, which is then converted completely to nitric acid, following Fiore et al. (2005) and Wu et al. (2007).

The second modification relates to ozone dry deposition. MOZART does not calculate dry deposition velocities interactively. Instead, it uses monthly mean dry deposition velocity data for ozone, nitrogen species and other chemicals calculated offline using the resistance-in-series scheme by Wesely (1989) (referred to as the Wesely scheme hereafter) driven by the National Centers for Environmental Prediction (NCEP)/National Center for Atmospheric Research (NCAR) reanalysis data. For ozone, a diurnal variation is imposed upon the prescribed monthly data during the model integration (Brasseur et al., 1998). Recent observational analyses (Padro, 1996; Zhang et al., 1996) and inter-model comparisons (Padro, 1996; Zhang et al., 1996; Wesely and Hicks, 2000 and references therein) suggest that the summertime dry deposition of ozone calculated by the Wesely scheme could be underestimated by about 30–80% over the deciduous forest prevailing in the eastern U.S. Therefore we increase the ozone dry deposition velocity by 30% in the summer months over the eastern U.S. (east of 100°W). This uniform increase is certainly very simplified since the actual underestimation with the Wesely scheme may have a large range as a result of the variability in vegetation types and meteorological conditions. Given that the ozone dry deposition velocity over forest is generally larger than those over other land types (Padro, 1996 and references therein; Zhang et al., 1996), the increase of 30% is reasonable and more likely conservative for most of the eastern U.S., with its significant forest coverage, although it may be overestimated at those locations with little forest coverage. Moreover, our analyses suggest that even in areas of possible overestimation, there is no significant impact on the modeled diurnal pattern of ozone variation.

The above two modifications substantially reduce the modeled surface daily 8-h maximum (D8hM) ozone concentrations over the eastern U.S. averaged over the 1999 summer. Fig. 1 shows that, as compared to the original model, the modified isoprene chemistry reduces the D8hM ozone by 8–14 ppb over the Southeast and 4–8 ppb over other regions of the eastern U.S. The 30% increase for ozone dry deposition velocity reduces the D8hM ozone by 4–6 ppb over the central eastern and northeastern U.S. and 2–4 ppb over other regions of the eastern U.S. Overall, incorporating the two modifications together, the modeled D8hM ozone are reduced by 6–18 ppb over the eastern U.S. and 2–6 ppb over the western U.S. Although the modified model still produces 5–44 ppb larger surface ozone concentrations than the surface measurements from the U.S. Environmental Protection Agency Air Quality System.

Fig. 1. Differences in the simulated surface D8hM ozone concentrations over the U.S. in summer 1999 between the original MOZART-2.4 and the model with modifications in (a) isoprene nitrate chemistry, (b) ozone dry deposition, and (c) both. The contour interval is 2 ppb.
(Fig. 5c, see Section 4 for more analyses) over the eastern U.S., the two model modifications did reduce the biases by 6–18 ppb over the same region.

Note that the two modifications incorporated here are subject to limitations in the current understanding of the corresponding aspects of atmospheric physics/chemistry. For example, there are still debates on the isoprene nitrate chemistry (Horowitz et al., 2007); and the dry deposition of ozone highly depends on the vegetation types and meteorological conditions. Further research, especially direct measurements, is required to enhance our understanding of these issues. Nevertheless, the two modifications improve the simulation of ozone distribution. Hereafter, we refer to the results from the modified MOZART unless otherwise stated.

2.5. Meteorological and emission inputs

MOZART is driven by meteorological data including air temperature, water vapor, winds, surface heat and water vapor fluxes, surface wind stresses, surface pressure, surface geopotential height, and land–sea-ice mask. This study uses two assimilated meteorological datasets at 6 h intervals, differing only in horizontal resolution of T62 (~ 1.9°) versus T106 (~ 1.1°), from the European Center for Medium range Weather Forecasting (ECMWF) ERA-40 (Uppala et al., 2005; available at http://dss.ucar.edu/catalogs/free.html). There are 60 vertical layers, with 13 layers below 800 hPa and the lowest layer centered at about 12 m above the ground. MOZART interpolates linearly the 6-h meteorological data to each time step during integration.

Two monthly datasets for surface emissions of ozone precursors are used in this study: (1) the Precursors of Ozone and their Effects in the Troposphere (POET, Granier et al., 2005), and (2) the ‘MOZ2’ dataset from the previous MOZART-2.4 (see details in Horowitz et al., 2003). The two datasets are often used in the simulations of MOZART (e.g., Wuebbles et al., 2001; Horowitz et al., 2003; Tie et al., 2005; Lin et al., 2008a,b).

Both POET and MOZ2 contain emissions of ozone precursors, including NO\textsubscript{x}, carbon monoxide (CO) and volatile organic compounds (VOC) from anthropogenic (fossil fuel, transportation, industrial, and biofuel) and natural (biomass burning, biogenic/soil and oceanic) sources. Anthropogenic emissions in POET and MOZ2 are based on the Emission Database for Global Atmospheric Research version 3 (EDGAR-3) and version 2 (EDGAR-2), respectively. They have been used by more than 700 users worldwide since their establishments (Olivier et al., 2001). Relative to EDGAR-2, EDGAR-3 contains improved representation of anthropogenic emission sources, including the improved emissions from agricultural waste burning, the updated emission factors for industry and transportation, and the updated maps of population and industrial sectors (Olivier et al., 2001; also available at http://www.mnp.nl/edgar/documentation/differences/).

For biomass-burning emissions, the amount of biomass burned is estimated based on the climatology by Hao and Liu (1994), and the emission factors are based on Andreae and Merlet (2001). In MOZ2, the burned biomass in the extratropics is based on Müller (1992). Following Lin et al. (2008a,b), biofuel and biomass burning emissions of CO in both datasets are scaled up around 1.5 times to generate a global budget (about 1550 Tg yr\textsuperscript{-1} from all sources) comparable to the estimate in the Intergovernmental Panel on Climate Change (IPCC) Third Assessment Report (TAR) (IPCC, 2001). The impact of this scaling upon the surface ozone simulation, however, is less than 1 ppb, often less than 0.5 ppb, over the U.S. (not shown). Biogenic emissions in POET are adopted from the Global Emissions Inventory Activity (GEIA) (e.g., Guenther et al., 1995) for VOC and Müller and Brasseur (1995) for CO. Biogenic emissions in MOZ2 are from multi sources including GEIA (see details in Horowitz et al., 2003). Soil emissions of NO\textsubscript{x} are taken from Yienger and Levy (1995) in both POET and MOZ2.

Over the U.S., summer anthropogenic emission budgets for NO\textsubscript{x} and CO in POET are about 1.46 Tg N and 23.6 Tg, respectively, which are comparable with the budgets from the U.S. 1999 National Emission Inventory (NEI99) (~ 1.58 Tg N, and 26.1 Tg, respectively; assuming one fourth

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Experiment design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>Emissions</td>
</tr>
<tr>
<td>M_control</td>
<td>POET</td>
</tr>
<tr>
<td>M_LS</td>
<td>POET</td>
</tr>
<tr>
<td>M_LS_30 m</td>
<td>POET</td>
</tr>
<tr>
<td>M_FM</td>
<td>POET</td>
</tr>
<tr>
<td>M_FM_1 km</td>
<td>POET</td>
</tr>
<tr>
<td>M_T106</td>
<td>POET</td>
</tr>
<tr>
<td>M_MOZ2</td>
<td>MOZ2</td>
</tr>
<tr>
<td>M_no2xoh\textsuperscript{a}</td>
<td>POET</td>
</tr>
</tbody>
</table>

\textsuperscript{a} The rate constant of the reaction NO\textsubscript{x} + OH + M → HNO\textsubscript{3} + M is increased by 50%.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Evaluation of the simulated D8hM ozone in summer 1999 over the western and eastern U.S. (separated by 100° W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td># of Obs.</td>
</tr>
<tr>
<td>Western U.S.</td>
<td></td>
</tr>
<tr>
<td>M_control</td>
<td>130</td>
</tr>
<tr>
<td>M_LS</td>
<td>130</td>
</tr>
<tr>
<td>M_LS_30 m</td>
<td>130</td>
</tr>
<tr>
<td>M_FM</td>
<td>130</td>
</tr>
<tr>
<td>M_FM_1 km</td>
<td>130</td>
</tr>
<tr>
<td>M_T106</td>
<td>130</td>
</tr>
<tr>
<td>M_MOZ2</td>
<td>130</td>
</tr>
<tr>
<td>M_no2xoh \textsuperscript{a}</td>
<td>130</td>
</tr>
</tbody>
</table>

\textsuperscript{a} See Section 2.5 for definitions of the evaluation metrics.
of the annual budgets are emitted in summer; available at http://www.epa.gov/ttn/chief/trends/). The U.S. emission budgets in MOZ2 differ from POET by less than 8% for anthropogenic sources and 6% for all sources. However, the geographical distributions of precursor emissions over the U.S. are very different between POET and MOZ2, with the emissions much more concentrated in major source locations (large cities, power plants, etc.) in the former than the latter dataset (not shown).

2.6. Experiment design

Table 1 specifies the eight experiments used in this study. In particular, the control experiment, M_control, is driven by the ERA-40/T62 data with the POET emissions and the non-local PBL mixing scheme. To evaluate the impacts of PBL mixing schemes on the simulation of ozone diurnal cycle, we compare M_control with the sensitivity experiments using the local mixing scheme (M_LS and M_LS_30 m) and the full-mixing assumption (M_FM and M_FM_1 km). The experiment M_LS adopts the local scheme, while M_LS_30 m slightly adjusts the local scheme by setting a constant of 30 m for the asymptotic length scale \( l_c \) throughout the troposphere. This value is appropriate for the free troposphere yet too small for the PBL (Holtslag and Boville, 1993), resulting in weaker PBL mixing in M_LS_30 m than M_LS. The experiment M_FM adopts the local scheme, while M_LS_30 m slightly adjusts the local scheme by setting a constant of 30 m for the asymptotic length scale \( l_c \) throughout the troposphere. This value is appropriate for the free troposphere yet too small for the PBL (Holtslag and Boville, 1993), resulting in weaker PBL mixing in M_LS_30 m than M_LS. The experiment M_FM assumes a full-mixing PBL. The experiment M_FM_1 km is similar to M_FM, except that the minimum PBL height is arbitrarily set as 1000 m, resulting in much stronger PBL mixing during the nighttime. As shown in Section 3, the experiments M_LS_30 m and M_FM_1 km serve as some extreme cases for the local mixing scheme and the full-mixing assumption, respectively.

In addition, the experiments M_T106 and M_MOZ2 are used to evaluate the model sensitivity to horizontal resolution and emissions specification, respectively. They are...
similar to M_control, except that the ERA-40/T106 meteorological data and the MOZ2 emissions data are used, respectively.

Finally, the experiment M_no2xoh is conducted to evaluate the impact of ozone production efficiency. It is similar to M_control, except for an increase of 50% to the rate constant of $\text{NO}_2 + \text{OH} \rightarrow \text{HNO}_3 + \text{M}$, one major termination mechanism for the chain reactions of daytime photochemistry associated with ozone formation. Through this manipulation, the ozone production efficiency can be reduced by as large as 33% assuming the chain reactions are terminated only by this specified mechanism. This has significant consequences on the simulation.

Note that the ozone phenomena at urban or smaller scales cannot be resolved in the present experiments, even when using the ERA-40/T106 data. Nonetheless, our model resolutions are much higher than those in recent global modeling studies of ozone and/or other pollutants over the U.S. (Fiore et al., 2002; Mickley et al., 2004; Fiore et al., 2005; Murazaki and Hess, 2006; Lin et al., 2008a,b).

2.7. Statistical metrics for model sensitivity evaluation

Several statistical metrics are used here to evaluate the model sensitivity for the D8hM ozone to various PBL mixing schemes, spatial resolutions and precursor emissions datasets for both the western and eastern U.S. (Table 2). The two regions are separated by an artificial boundary at 100°W. The evaluation metrics are applied to the Environmental Protection Agency (EPA) Air Quality System (AQS) rural measurement sites. Urban measurement sites are not included as the relatively coarse global model precludes the resolution at urban or smaller scales. Following the guidance of U.S. EPA (1999, 2001) and Seigneur et al. (2000), the evaluation metrics examined here (see Eq. set (3)) include mean bias (MB), mean absolute gross error (MAGE), root mean square error (RMSE), normalized mean bias (NMB), normalized mean gross error (NME), and mean normalized gross error (MNGE). In particular, the MB and NMB represent the systematic error for the modeled ozone over the specified measurement sites and its relative scale to the observed measurement site-wide mean, respectively. The MAGE and NME represent the mean unsigned error for the modeled ozone over the specified measurement sites and its relative scale to the observed measurement site-wide mean, respectively. The RMSE is similar to the MAGE, but it emphasizes the importance of the measurement sites with larger unsigned errors more than the importance of the measurement sites with smaller unsigned errors. The MNGE is similar to NME, but it represents the mean of
Fig. 4. Summer average ozone vertical profiles at different times of day below 800 hPa in 1999 over the Midwest. See Fig. 5a for regional specifications.

Fig. 5. Summer average daily 8-h maximum concentrations of surface ozone in 1999 over the U.S. from (a) the EPA AQS rural site measurements and (b) M_control; and (c,d) differences between model experiments and measurements. The units are ppb. Positive values in (c,d) depict overestimations in the model experiments. Superimposed in (a) is the specification of the five regions for calculating diurnal variations of ozone and PBL height in Figs. 2–4: Northeast (NE), Midwest (MW), Southeast (SE), California (CA), and Southwest (SW); in each region, only the model grid boxes with available ozone measurements are taken into account in the calculation.
the normalized unsigned errors over the specified measurement sites. These evaluation metrics are widely used in previous studies (e.g., Zhang et al., 2006a; Huang et al., 2007).

\[
M_{obs} = \frac{1}{N} \sum_{i=1}^{N} C_{obs,i} \\
MB = \frac{1}{N} \sum_{i=1}^{N} (C_{mod,i} - C_{obs,i}) \\
MAGE = \frac{1}{N} \sum_{i=1}^{N} |C_{mod,i} - C_{obs,i}| \\
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (C_{mod,i} - C_{obs,i})^2} \tag{3} \\
NMB = MB/M_{obs} \\
NME = MAGE/M_{obs} \\
MNGE = \frac{1}{N} \sum_{i=1}^{N} \frac{|C_{mod,i} - C_{obs,i}|}{C_{obs,i}}
\]

where \(N\) is the number of measurement sites; \(C_{obs,i}\) and \(C_{mod,i}\) are the observed and the modeled ozone concentrations at each site, respectively.

3. Ozone diurnal cycle

The analysis below focuses on the regional mean diurnal variation of ozone over five major U.S. regions: Northeast, Midwest, Southeast, California and Southwest (see boundary specifications in Fig. 5a). These regions have often been identified with significant concerns on high ozone levels. They were also investigated by Lin et al. (2008a) for future ozone projections over the coming century in response to changes in climate and biogenic precursor emissions.

Fig. 2 presents summer 1999 mean surface ozone diurnal cycle averaged over the five regions derived from the EPA AQS rural site measurements and model simulations. Over the five regions, the observed ozone maximizes around 3:00 pm and minimizes around 6:00 am. The ozone maxima are 26–42 ppb, or 1.5–4 times, larger than the minima (Table 3).

The observed timing of the ozone maximum and minimum is realistically simulated in \(M_{control}\), with the phase shift less than 1 h (Fig. 2). The model biases for the ozone maximum are about 10–20 ppb over the eastern U.S. and less than 5 ppb over the western U.S. (see also Table 2 for the D8hM ozone). For the ozone minimum, the biases are less than 5 ppb, except over the Southeast. Overall, the contrast between ozone maximum and minimum is overpredicted by 18.9 ppb for the Northeast and by 9.9 ppb for the Midwest, but is within 2 ppb of the observed for the Southeast, California and the Southwest (Table 3).

Since daily ozone variation is affected by the variation of PBL height, we examine the PBL height simulated by the non-local scheme (Fig. 3, solid black lines). The daily maximum PBL height occurring in the afternoon is about 1–1.5 km in the Northeast, Midwest and Southeast, and 2–2.2 km in California and the Southwest, which is consistent with the study of Fiore et al. (2002), see their Fig. 1b) for 1995 July. Previous studies suggest that the non-local scheme may overestimate the PBL height (e.g., Zhang et al., 2001). To test the impacts of possible inaccuracies in the modeled PBL height on the simulated ozone variation, two sensitivity experiments (in additional to those described in Section 2.6 and Table 1) are done here, where the PBL height is artificially increased and decreased 30%, respectively, at any given time. For a given region, the resulting impacts on ozone concentrations maximize during the peak ozone period and negligible (i.e., < 1 ppb) in the nighttime (not shown). The largest impact among the five regions is on the ozone maximum over the Northeast, where increasing (decreasing) the PBL height reduces (enhances) the ozone concentrations by about 3–5 ppb. Note that the two sensitivity experiments only test the likely inaccuracies in the PBL height formulation, and do not take into account the concurrent inaccuracies in the formulation of other parameters (including the eddy diffusivity).

Over the diurnal cycle, the largest ozone bias in \(M_{control}\) is found at the time of ozone decline in the early evening. Specifically, ozone destruction occurs rapidly during 6:00 pm–9:00 pm in observations but much slower in \(M_{control}\). This may be because the simulated PBL mixing is too strong, causing stronger downward transport of ozone from the upper PBL and weaker NO\(_x\) titration as NO\(_x\) is transported upward. Fig. 3 shows that the simulated PBL top is as high as 0.7–1.2 km during 6:00 pm–9:00 pm over the Northeast, Midwest and Southeast, 1–2 km over California, and 1.5–2.1 km over the Southwest. Although no observational data exist for verification, we speculate that the decline rate of the simulated PBL height in the early evening is likely underestimated, which may in part be due to the artificial linear interpolation of meteorological conditions from the only available 6-hourly ERA-40 data.

To further evaluate the role of PBL mixing in surface ozone variation throughout the day, we examine the diurnal variation of ozone vertical profile below 800 hPa over the Midwest in \(M_{control}\) (Fig. 4a). From midnight to early morning, ozone concentrations are reduced at all altitudes. Due to the stable and shallow PBL, however, the rate of ozone reduction decreases with height significantly. Near the surface, ozone is reduced greatly from 37 ppb at midnight to 24 ppb by 3:00 am and to 21 ppb by 6:00 am. At 950 hPa, by comparison, the ozone reduction is only about 4 ppb during the same time period. In the morning, the surface ozone concentration is increased rapidly by two causes. First, as solar radiation increases, the photochemistry takes place and ozone is formed quickly. Second, due to the surface heating, the PBL deepens (Fig. 3), the vertical mixing increases, and ozone at higher altitudes is transported down to the surface (see also Zhang and Rao, 1999).

As a result, the surface ozone concentration is significantly increased from 21 ppb to 50 ppb by 9:00 am and to 66 ppb by noon. Meanwhile the ozone concentration at 950 hPa is only increased by 9 ppb as a result of the canceling between the downward transport and the in situ ozone formation. In the afternoon, ozone concentrations maximize at 63–69 ppb throughout the lower troposphere below 900 hPa with minor vertical gradient due to the strong mixing. During the early evening (6:00 pm–9:00 pm), ozone concentrations in the PBL are destroyed gradually, with the destruction only about 8 ppb near the surface and 5 ppb at 950 hPa. From 9:00 pm to midnight, however, the PBL is stabilized and the mixing weakened rapidly. The ozone concentration near the surface is reduced by as much as 19 ppb during the 3-h period due to NO\(_x\) titration and dry deposition. By comparison, the reduction at 950 hPa is only
3 ppb due to the lack of a destruction mechanism, i.e., weak downward transport, small NO\textsubscript{x} titration, and no dry deposition. Overall, the magnitude of ozone diurnal variation is as large as 47 ppb near the surface but only about 11 ppb at 950 hPa, 8 ppb at 900 hPa, and 2 ppb at 800 hPa. These comparisons indicate the central role of the PBL mixing on the ozone diurnal cycle and its vertical variation.

3.1. Sensitivity of the modeled ozone diurnal cycle to PBL mixing schemes

3.1.1. Effects of the local mixing scheme

M\textsubscript{LS} and M\textsubscript{LS_30 m} produce a much stronger diurnal cycle of surface ozone than M\textsubscript{control} and observations due to the weaker PBL mixing during both daytime and nighttime (Fig. 2). In the afternoon with convectively unstable PBL, the ozone produced near the surface is not transported upward as efficiently as M\textsubscript{control}; while during the nighttime, the downward ozone transport from the upper PBL is also weaker. Therefore, as compared to M\textsubscript{control}, both experiments simulate a higher maximum (see also Table 2 for the D8hM ozone) and lower minimum, and thus a stronger diurnal cycle of ozone. The contrast between ozone maximum and minimum is overestimated by 10–28 ppb in M\textsubscript{LS} and by 13–34 ppb in M\textsubscript{LS_30 m} for the five regions (Table 3). Moreover, except for California, the timing of ozone maximum and minimum simulated in both experiments is 1–2 h earlier than those in M\textsubscript{control} and observations. On the other hand, the ozone decline during the early evening in M\textsubscript{LS} and M\textsubscript{LS_30 m} is much more rapid than that in M\textsubscript{control} (Fig. 2). This rapid decline is closer to observations, suggesting that the PBL mixing during the early evening may be too strong in M\textsubscript{control} with the non-local scheme.

The local mixing scheme in M\textsubscript{LS} also has significant consequences on the vertical distribution of ozone diurnal variation below 800 hPa (Fig. 4b,c). Over the Midwest, the ozone diurnal variation is strong only in a thin layer very close to the ground, i.e., below 975 hPa. Near the surface, the ozone concentration varies by as large as 52 ppb in a day, which is 5 ppb larger than M\textsubscript{control}. The variation, however, is only about 10 ppb at 950 hPa and 5 ppb at 900 hPa, respectively about 1 ppb and 3 ppb smaller than M\textsubscript{control}. Above 875 hPa, the diurnal variation of ozone is less than 2 ppb. In the afternoon, ozone concentrations decrease significantly with height at a rate of about 0.15 ppb hPa\textsuperscript{-1} between 970 hPa and 850 hPa. By comparison, the vertical variation of ozone concentrations in M\textsubscript{control} is less than 3 ppb below 900 hPa at any time in the afternoon. In M\textsubscript{LS_30 m}, the PBL mixing is weaker than M\textsubscript{LS}, thus the ozone diurnal variation is larger near the surface and smaller at higher altitudes. Our results are consistent with Holtslag and Boville (1993) and Zhang et al. (2001), who found that the modeled vertical mixing was generally stronger and more realistic when the PBL-wide mixing by large-scale eddies was introduced, as in the non-local schemes.

The much weaker PBL mixing in M\textsubscript{LS} and M\textsubscript{LS_30 m} than M\textsubscript{control} is caused by two factors. First, the local mixing scheme tends to produce a much shallower PBL and thus weaker interaction between the surface and higher altitudes. Holtslag and Boville (1993) found that the non-local scheme transported surface water vapor up to an altitude much higher than the local scheme, which trapped water vapor mostly in the layer close to the ground. Second, the meteorological variables from ERA-40 are generated using a non-local PBL scheme (Troen and Mahrt, 1986) similar to the one in M\textsubscript{control}. When used to drive the local mixing scheme, they tend to cause the local scheme to generate much smaller eddy diffusivity ($K_e$) than the non-local scheme. This effect was analyzed in detail by Holtslag and Boville (1993), who found that the $K_e$ derived from the local scheme was almost two orders of magnitude smaller than that from the non-local scheme when the meteorological variables based on the non-local scheme were used to drive the local scheme. The second cause also explains the relatively small difference in surface ozone diurnal cycle between M\textsubscript{LS} and M\textsubscript{LS_30 m} (Fig. 2): since the $K_e$ is already rather small and pollutants are trapped in a very shallow PBL in M\textsubscript{LS}, further reducing $K_e$ has only a small impact on the vertical mixing.

3.1.2. Effects of the fully mixed PBL assumption

M\textsubscript{FM} and M\textsubscript{FM_1 km} produce a much weaker diurnal cycle of surface ozone than M\textsubscript{control} due to the assumption of a fully mixed PBL (Fig. 2). In the nighttime, the ozone decline in M\textsubscript{FM} and M\textsubscript{FM_1 km} is much slower than M\textsubscript{control} and observations because of weaker ozone destruction near the surface as well as more efficient addition of ozone from higher altitudes. First, NO\textsubscript{x} emissions and ozone dry deposition are evenly distributed throughout the PBL, resulting in less ozone destruction through NO\textsubscript{x} titration and dry deposition, respectively, near the surface. Second, given the increasing ozone concentration with height in the lower troposphere during the nighttime, the fully mixed ozone concentration throughout the PBL means that the higher ozone concentrations in the upper PBL are brought down to the surface much more efficiently than the case of stable PBL under the non-local scheme. In M\textsubscript{FM_1 km}, these two effects are even more significant as the minimum PBL height is increased to 1000 m. In the afternoon, however, the simulated surface ozone concentrations in both M\textsubscript{FM} and M\textsubscript{FM_1 km} are similar to that in M\textsubscript{control} (see also Table 2 for the D8hM ozone), despite the much larger ozone concentration in the early morning, from when the daytime ozone is accumulated. This is because the daytime ozone production near the surface in M\textsubscript{FM} and M\textsubscript{FM_1 km} is less than in M\textsubscript{control} as precursor emissions are distributed throughout the PBL rather than concentrating near the surface. Overall, the contrast between ozone maximum and minimum is underpredicted by 0–8 ppb in M\textsubscript{FM}, except over the Northeast; while the underestimation is about 5–25 ppb in M\textsubscript{FM_1 km} over the five regions (Table 3).

Fig. 4d illustrates the diurnal variation of ozone vertical profiles over the Midwest in M\textsubscript{FM}. Above 975 hPa, the vertical profiles of ozone are similar to M\textsubscript{control} during most of the day. Below 975 hPa, however, ozone concentrations vary much less than M\textsubscript{control}. The diurnal variation of surface ozone is only 37 ppb, about 78% of that in M\textsubscript{control}. In the afternoon (12:00 pm–6:00 pm), the ozone profiles are similar to M\textsubscript{control}, but with ozone
concentrations constant below 900 hPa at any time. For M_FM_1 km, there is no vertical gradient of ozone concentrations below 900 hPa at any time of the day and the daily variation of ozone is only about 18 ppb (Fig. 4e). Note that, in M_FM during the nighttime, the seasonal and regional average PBL height are greater than 400 m over the Midwest (Fig. 3b, approximately equivalent to a PBL depth of 40 hPa (i.e., from 1000 hPa to 960 hPa)), thus one might expect little vertical gradient of simulated ozone concentrations below 960 hPa due to the full-mixing PBL assumption. However, the simulated vertical gradient of ozone is still very strong (Fig. 4d), which is primarily because of the interaction between the vertical gradient of ozone and the PBL height. Under the full mixing PBL assumption, surface ozone concentrations in the nighttime are very sensitive to the PBL height. A lower PBL height leads to a lower surface ozone concentration (due to more destruction and less transport from higher altitudes). By comparison, ozone concentrations at 960 hPa are not sensitive to the PBL height/mixing (in fact they are not sensitive to PBL mixing schemes (Fig. 4a,b,d)). In addition, the nighttime PBL height varies greatly from one location to another and from one day to another. For example, for any model grid box, the standard deviation of daily minimum PBL height during summer days is similar to its summer average. Therefore, in the case of shallow nighttime PBL, there is a large vertical gradient of ozone in the lower troposphere, while the full-mixing assumption is only applied to a thin layer much below 960 hPa; thus the surface ozone concentration is still much smaller than that at 960 hPa. In the case of deep nighttime PBL, on the other hand, the vertical gradient of ozone is much smaller in the PBL, thus the assumption of fully mixed PBL does not significantly affect the gradient below 960 hPa. As a result, assuming a fully mixed PBL during the nighttime, the ozone concentration at 960 hPa is affected insignificantly, while the surface ozone concentration is increased but is still smaller than that at 960 hPa; thus the vertical gradient of ozone below 960 hPa is reduced but not completely. As shown in Fig. 4, the difference in ozone concentrations near the surface and at 960 hPa is only 24 ppb at 6:00 am in M_FM as compared to 35 ppb in M_control. In M_FM_1 km, by comparison, the vertical gradient of ozone below 900 hPa disappears throughout the day since the PBL height is always 1000 m (approximately equivalent to a PBL depth of 100 hPa (i.e., from 1000 hPa to 900 hPa)) or larger at every location and time.

3.2. Sensitivity of the modeled ozone diurnal cycle to spatial resolution and emissions

M_T106 produces surface ozone diurnal variations similar to M_control when averaged over the five regions (Fig. 2, Table 3). The effect of increasing horizontal resolution from T62 to T106 on the production and destruction of ozone is significant for individual locations, but is largely canceled when averaging over a large area. The diurnal pattern of surface ozone in M_MOZ2 is generally similar to M_control, while the bias is 1–6 ppb larger during most of the day over the eastern U.S. (Fig. 2). In addition, the contrast between daily ozone maximum and minimum is increased to 23.4 ppb over the Northeast and to 12.7 ppb over the Midwest (Table 3).

Over California, all the three experiments, M_control, M_T106, and M_MOZ2, successfully reproduce the observed diurnal variation of surface ozone (Fig. 2). The biases are less than 5 ppb throughout most of the day, except during the evening. The ozone minimum in the early morning is captured. Overall, it appears that the observed regional mean ozone diurnal cycle over California is well simulated regardless of the horizontal resolutions or emission inputs being used here.

4. Daytime ozone

For the diurnal cycle of ozone, its daytime level as a result of strong production through photochemistry is of most concern due to its great adverse impacts on human health, agriculture, and environment. On the other hand, large biases are persistent during the daytime over the three regions in the eastern U.S. (Fig. 2a–c). This section elaborates on the possible causes for the daytime biases.

Fig. 5a–c compare the modeled summer 1999 average surface 88H ozone concentrations from M_control with the EPA AQS rural site measurements. If multiple rural measurement sites exist within a given model grid box, the observation data from them are averaged to facilitate the comparison with the modeled values, following Fiore et al. (2002); Murazaki and Hess (2006) and Lin et al. (2008a). The model captures the spatial pattern of ozone in general, with the highest level over the central and northeastern U.S. and southern California. Over most of the western U.S., the modeled ozone concentrations are comparable to the observed with biases less than 10 ppb. Over most of the eastern U.S., however, the ozone concentrations are over-predicted by 5–25 ppb. The largest biases, maximizing at 44 ppb, occur at several grid boxes associated with major cities located at the coasts of Florida and the Northeast since the model is not able to simulate the land–sea contrast of pollutant emissions and concentrations very well at the T62 resolution. Similar large biases are also seen in other coarse global models (e.g., Fiore et al., 2002). Increasing the horizontal resolution from T62 to T106 reduces the maximum bias to 32 ppb and has slighter impacts where model biases are smaller (not shown). The improvements with higher resolution here are consistent with Wild and Prather (2006), who found improved ozone simulations when the spatial resolution was increased from T21 (~550 km) to T42 (~300 km), T62 and T106.

Table 2 presents model ozone bias statistics for the western and eastern U.S. Over the western U.S., the five experiments M_control, M_FM, M_FM_1 km, M_T106 and M_MOZ2 are comparable, with the MB of −0.6 to +2.0 ppb, the MAGE of 8.7–9.2 ppb, and the RMSE of 11.0–12.1 ppb. M_Ls and M_Ls_30 m, however, produce much larger biases, i.e., 8.4–20.3 ppb. Over the eastern U.S., the MB, MAGE, and RMSE of ozone are 13.1–15.5 ppb in M_control. Relative to the biases in M_control, increasing the horizontal resolution from T62 to T106 slightly improves the simulation, reducing the MB by 1.0 ppb and the RMSE by 1.8 ppb. On the other hand, using the less accurate MOZ2 emission dataset leads to 1.2–1.4 ppb increases in the MB, MAGE and
RMSE for ozone. Incorporating the local PBL mixing scheme (M_LS and M_LS_30 m) increases the MB, MAGE and RMSE by 2.0–7.5 ppb, and the full-mixing assumption (M_FM and M_FM_1 km) increases the biases by 0.9–2.6 ppb. Overall, the model biases are much larger over the eastern than western U.S.

The large model biases for the daytime ozone persistent over the eastern U.S. are also found in previous MOZART simulations (e.g., Murazaki and Hess, 2006; Lin et al., 2008a). As discussed in Section 2.2, two aspects of the model chemistry/physics have been modified to improve the model performance on the daytime ozone. While other inaccuracies in model chemistry/physics and errors in emission/meteorological inputs may exist, another important cause is the model spatial resolution and its interactions with the significant precursor emissions over the eastern U.S. Even at T106, the size of a grid box over the U.S. is still about 104 km2. Over the eastern U.S., ozone in the lower troposphere is primarily produced by the photochemistry involved with NOx and VOC, whose relative abundances determine the efficiency of ozone production (Sillman, 1999). NOx and VOC are mainly derived from surface emissions with significantly different temporal and spatial distributions, as the contributions of individual emission sources (e.g., power plants, industry, transportation, domestic, soil, biosphere) for NOx differ from those for VOC. Due to the short atmospheric lifetimes, these precursors are often concentrated around their own emission source regions rather than distributing homogeneously across large areas. Therefore, in reality, there often exists ‘mismatch’ of NOx and VOC concentrations within the region specified by a given model grid box, i.e., high NOx concentrations with relatively low VOC concentrations at some locations, and vice versa in some other locations. This ‘mismatch’ occurs most significantly between NOx and biogenic VOC but also between NOx and anthropogenic VOC (e.g., ozone production is typically limited by VOC in large cities due to less VOC relative to NOx, although there are significant amount of VOC). As a result, the efficiency of ozone production for that region is often not optimized due to the ‘mismatch’ between the concentrations of NOx and VOC. In the simulations, however, the coarse spatial resolution, together with the usual assumption of subgrid homogeneity, results in instant mixing and therefore a closer ‘match’ of NOx and VOC geographically, which artificially enhances the ozone production efficiency. Wild and Prather (2006) also found enhanced ozone production when the spatial resolution was decreased. Such effect is less significant over most of the western U.S. because of the relatively lower emissions of NOx and/or VOC.

The impacts of model spatial resolution on MOZART simulations have been demonstrated above by increasing the resolution from T62 to T106. Currently mesoscale regional air quality models are often conducted at a resolution of 30–60 km to better simulate spatial distributions of ozone precursor concentrations and ozone production efficiency (e.g., Huang et al., 2007; Huang et al., 2008; Huang et al., submitted for publication). These regional models have produced a more realistic simulation of ozone diurnal cycle than our M_control and M_T106 (Huang et al., 2007). Running MOZART in such high spatial resolution, however, is difficult due to limitations in high-resolution meteorological fields and emissions. Nonetheless, the effects of ozone production efficiency can be demonstrated with the sensitivity experiment M_no2xoh, which produces 5–20 ppb lower D8hM ozone concentration than M_control over much of the U.S., thus reducing (increasing) the model biases over the eastern (western) U.S. (Fig. 5c,d, Table 2).

5. Conclusions and discussions

Using a modified version of MOZART-2.4, this study simulates the observed diurnal variation of surface ozone over the contiguous U.S. in summer 1999 and examines the impacts of different PBL mixing schemes, horizontal resolutions and emission inputs. The analysis focuses on five major regions: Northeast, Midwest, Southeast, California, and Southwest.

The diurnal variation of surface ozone concentration is greatly affected by the vertical mixing in the PBL. The strong mixing in the afternoon and weak mixing in the nighttime is critical for maintaining the diurnal pattern of surface ozone. With the default non-local mixing scheme capable of simulating both unstable and stable PBL, the control experiment captures very well the timing of the ozone diurnal cycle, with a phase shift of less than 1 h from observations for both the early morning minimum and the afternoon maximum. The biases are less than 5 ppb for the morning minimum, except over the Southeast. The difference between daily ozone maximum and minimum is overpredicted by 18.9 ppb over the Northeast and by 9.9 ppb over the Midwest, but is within 2 ppb of the observed over other regions. By comparison, the sensitivity experiments using a local mixing scheme significantly overpredict the amplitude of ozone diurnal cycle, with greater maximum and smaller minimum, since the PBL mixing is too weak during most of the day. On the other hand, assuming the PBL is fully mixed throughout the day substantially underestimates the ozone diurnal cycle, with greater nighttime concentrations but insignificant changes in the afternoon. Overall, the ozone maximum–minimum contrast is overpredicted by 10–34 ppb over the five regions by using the local mixing scheme; whereas it is underpredicted by 0–25 ppb, except over the Northeast, by assuming the fully mixed PBL.

The simulation of ozone diurnal cycle also depends on model horizontal resolution and emission inputs. As compared to the control experiment at the T62 resolution with the POET emissions, a resolution increase to T106 produces important differences in geographic distribution but insignificant changes in broad-area average over the five regions. However, using the less accurate emissions data of MOZ2 instead of POET, the amplitude of ozone diurnal cycle is more seriously overpredicted, with the ozone maximum–minimum contrast increasing from 18.9 ppb to 23.4 ppb over the Northeast and from 9.9 ppb to 12.7 ppb over the Midwest.

The model performance in simulating the daytime ozone is very different between the western and eastern U.S. The control simulation is quite realistic over the western U.S., where model biases in the D8hM ozone are
mostly less than 10 ppb. Over most of the eastern U.S., however, the model overestimates the 8hM ozone by about 5–25 ppb. This overprediction can be largely attributed to the enhanced ozone production efficiency resulting from the increased mixing of NOx and VOC due to the coarse spatial resolution. Increasing the model resolution from T62 to T106 reduces the large 8hM ozone biases along the east coast from 44 ppb to 32 ppb, mainly due to the better representation of land–sea contrast.

This study has several important limitations. First, the use of the monthly mean emissions data precludes the assessment of the effects from diurnal and daily variations of precursor emissions. For a limited region like the U.S., one can incorporate high temporal variations of emissions as directly or scaled from the comprehensive dataset used in mesoscale regional air quality models (e.g., Huang et al., 2007; Huang et al., 2008; Huang et al., submitted for publication). One difficulty is the significant difference in the specification of VOC between the GCM and the mesoscale regional emission datasets. We are currently addressing this issue. In addition, precursor emissions in both POET and MOZ2 used here are representative of the late 1990s and not necessarily 1999. This may, in part, contribute to the large model biases over the eastern U.S.
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